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Abstract.

The subject of the study is the analysis of various filtering algorithms for the quality of the resulting audio files.
The importance of audio line filtering has grown significantly in recent years due to its key role in a variety of
applications such as speech reduction and artificial intelligence. Taking into account the growing demand for solving
problems related to speech recognition, the processing of audio series becomes important for determining the
accuracy and efficiency of the obtained solution.

The purpose of the work is to study the impact of noise suppression methods on the quality of
restoration of an audio signal, which was alternately noisy with one of five types of noise - white, pink, brown,
impulse, Gaussian with different power. To achieve the goal, the following tasks were solved: an analysis of the types
of noise was carried out and analysis of noise reduction and filtering methods. A generalized model of noise
reduction and filtering was developed, and an experiment was planned depending on the type and power of noise.
Simulation of the experiment was performed by comparing the parameters of the signal-to-noise ratio before and
after the experiment and the peak signal-to-noise ratio in the processed file. The following methods are used: spectral
subtraction, filtering based on frequency filters and wavelet transformation.

The following results were obtained: depending on the selected noises and algorithms, it was possible to
achieve the lowest value of the peak signal-to-noise ratio of 21.52db, and the signal-to-noise ratio increased, which
allowed further work with these audio files. The practical significance of this work is the increase in the number of
available audio files for further work.

Conclusions: the analysis of the obtained results showed that filtering based on frequency filters only worsened
the output signal, that is, not only noise, but also useful information is filtered. In all runs, the SNR deteriorates to -
18dB. which is worse than no filtering. Algorithms of spectral subtraction and wavelet transformation improved SNR
parameters and output audio files noisy with the most powerful noises in the range of 20dB, which can be considered
acceptable for further processing. The results highlight the importance of using denoising and filtering for complex
audio processing tasks, particularly neural network training tasks.

Key words: noise suppression, filtering, audio, noise, SNR, PSNR, spectral subtraction, frequency filters,
wavelet transform, experiment

Introduction

In today's world, speech recognition is becoming
increasingly important as a key technology in many
aspects of our lives. From user interfaces to security
systems, from audio and video transcription to
interacting with electronic devices using voice
commands, automated speech recognition is becoming
a necessary element of our digital lives.

Language analytics covers a wide range of
technologies and methods that allow processing and
analysis of speech information. One of the key
technologies in this field automatic speech
recognition[1]. This technology converts spoken speech
into text, which has numerous applications in various
industries, from captioning to interactive voice
assistants.
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Text-to-Speech[2] is another important aspect of
speech analytics. This technology allows you to convert
text data into natural speech, which is used in the
creation of audio books, interactive customer support
systems, as well as in assistive technologies for people
with visual impairments.

In addition, the analysis of emotions in the voice is
becoming more and more popular. This technology uses
machine learning algorithms to determine a person's
emotional state based on their voice. This can be useful
in the fields of psychology, healthcare, and customer
service, where a customer's emotional state can affect
the quality of service.
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Language analytics also includes automatic
conversation analysis. Such systems can provide
important information to improve customer service and
optimize business processes.

However, the accuracy of speech recognition can
significantly depend on the quality of the input audio
signal and the efficiency of signal processing
algorithms before its analysis by neural networks. One
of the main challenges in this context is managing the
noise that may occur during audio recording (for
example, noise from background music, conversations
or the noise of household appliances).

Modern trends in the development of speech
recognition technologies include the use of deep neural
networks[3] and machine learning methods, which have
significantly increased the accuracy and reliability of
systems. However, even with the most advanced
algorithms, noise in the input data remains a significant
obstacle.

Thus, in this study, we focus our attention on
investigating the impact of different audio
preprocessing algorithms on the quality of speech
recognition using neural networks. The choice of
optimal signal processing methods before further
analysis can significantly improve the effectiveness of
automatic speech recognition systems in conditions of

1. By nature of occurrence

/ 2. By force

3. By frequency range

Classification of tvpes of noise
in the audio series

5. By structure

6. By subjective

perception

7. By impact on speech

recognition

noise and interference. We will also look at current
approaches to noise removal and their effectiveness in
real-world use cases.

The purpose of our research is to develop and test
pre-processing algorithms that will reduce the noise
level in input audio signals and increase the accuracy of
speech recognition. Tasks include comparing existing
methods, developing new approaches, and evaluating
their performance on different data sets.

It is expected that the results of the research will
make a significant contribution to the development of
speech recognition technologies, which will improve
the quality of user interaction with various digital
systems and increase the overall effectiveness of these
technologies in everyday life.

STATE OF THE ART

4. By time structure

In works [4-6], a significant amount of research
was conducted aimed at improving the quality of speech
recognition using neural networks and the impact of
various audio signal processing methods on recognition
accuracy. The results show that the noise present in the
audio sequences has a significant impact on the
recognition accuracy. The classification of noise types
is shown in (fig. 1).
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Figure 1 — Noise classification
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Further studies analyze the effect of white,
pink, brown, impulse, and Gaussian noise on
recognition accuracy, because these types of noise
were chosen due to their wide use in various fields of
science and technology for modeling and testing
systems under various noise exposure conditions.

Noise suppression [7] consists in actively
reducing unwanted sounds or signals. It is applied in
real time, using algorithms to identify and eliminate
noise, leaving a useful signal. The primary purpose of
noise reduction is to remove background noise or

Table 1. — Noise comparison

interference, such as hum, hiss, or extraneous sounds,
to improve the intelligibility or clarity of the
underlying signal, such as a voice in a telephone
conversation or music.

In order to understand which noise reduction
methods will be the most effective, it is necessary to
understand their differences. The paper offers a
comparative analysis of selected types of noise
according to the following criteria: frequency
spectrum, power spectral density, acoustic perception,
application. The comparison is shown in the Tablel.

Comparison

Gaussian
criteria White noise Pink noise Brown noise Impulse noise noise
Consists of | The amplitude
short, intense | is distributed
The power | The power :
Even, all - . bursts of sound | according to a
Frequency . . spectral  density | spectral density
frequencies  with that occur due | normal
spectrum . . drops by 3 dB per | drops by 6 dB .
equal intensity to sudden | (Gaussian)
octave per octave ! RN
changes in the | distribution.
signal
. .| Density is | Uneven Even
Density is | . .
Power . ; inversely character, with | frequency
Constant  density | inversely :
spectral - - proportional to | peaks on pulses | spectrum
: at all frequencies | proportional  to
density frequency (1/f) the square of the
d Y frequency (1/f»)
A deep and soft | Sharp, intense A hiss that has
Acoustic "Sharp" and A more natural | sound, similar | sounds no orderly
. L and soft sound, | to heavy sea structure or
perception noisy" sound - !
similar to rain waves or rhythm
thunder
Audio equipment | Audio Sound masking, | Security Modeling and
testing, sound | engineering, audiological systems to | testing of
Application | masking, sleep | acoustics testing, | experiments, detect intrusions | communication
aid, concentration | relaxation, sleep | relaxing or other | systems
improvement aid background abnormal events

Filtering is a signal processing process that allows
or blocks certain frequencies or frequency ranges. It
works on the principle of selecting the desired
frequencies or reducing unwanted frequencies that can
cause noise or distortion. Filtering can be done in a
variety of ways, such as low-pass, high-pass, or band-
pass filtering, and is applied not only to audio, but also
to other types of signals, such as radio, images, or
data.[8]

So, the main difference between noise suppression
and filtering lies in their approaches and mechanisms:

- noise suppression focuses on active noise
detection and removal;

- filtering adjusts the frequency composition of
the signal, allowing or blocking certain
frequencies.

Among the existing methods of noise filtering and
noise suppression we can distinguish:

- wavelet denoising;

- homomorphic filtering;

- singular value decomposition filtering;
- neural network-based denoising;

- least mean squares filter;

- spectral subtraction;

- bilinear filtering;

- non-linear noise reduction;

- time-frequency domain filtering.

In this work, wavelet transform, spectral
subtraction and filtering were selected as different
methods that are applied to different types of noise, and
their comparison will help to choose the best one for
this task.
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Spectral subtraction to remove noise

Spectral subtraction is a simple but effective
method of removing noise from audio signals. It is
based on the assumption, that the spectrum of the noise
differs from the spectrum of the useful signal.[9]

First, the spectrum of both the noisy and the clean
signal is calculated. This can be done using methods
such as the Fourier transform. Then the noise spectrum
is determined. This can be done in various ways, for
example, using a noise profile obtained from a clean
segment of the signal, or assuming that the noise is
concentrated in certain frequency ranges. The noise
spectrum is subtracted from the spectrum of the noisy
signal. This is done component by component, that is,
for each frequency. Finally, a reconstructed signal is
obtained from the modified spectrum using the inverse
Fourier transform.

Filtering based on frequency filters is a general
technique for removing noise from signals that uses
specialized filters to suppress unwanted frequency
components. This method is flexible and powerful. It
can be applied to a variety of signal types, including
audio, images, and sensor data.

First, a suitable frequency filter is selected. The
type of filter depends on the type of noise and the
characteristics of the signal. For example, you can use a
high-pass filter to remove low-frequency noise, and a
low-pass filter to remove high-frequency noise.

The filter is then applied to the noisy signal. This
results in the suppression of unwanted frequency
components of the noise, leaving a useful signal.

There are several types of frequency filters used to
suppress noise:

—  FIR (Finite Impulse Response) Filters: These
filters are simple to implement and computationally
efficient.

— IR (Infinite Impulse Response) filters: These
filters can provide sharper noise suppression, but they
are more difficult to implement.

Adaptive Filters: These filters can automatically
adapt to the characteristics of the noise, making them
useful for removing non-stationary noise.

Wavelet transform to remove noise

The wavelet transform is a powerful signal
analysis and processing technique that can be used to
remove noise from various types of data, including
audio, images, and sensor data.[10]

Unlike traditional filtering techniques that work in
the frequency domain, the wavelet transform uses time-
localized functions called wavelets to analyze the signal
at different scales. This allows it to effectively remove
noise that has a local time structure without affecting
the useful signal.

The noisy signal is decomposed into wavelet
components using the wavelet transform. This gives an
idea of the signal at different time and frequency scales.

Wavelet components likely to correspond to noise
are identified. This can be done using various methods
such as thresholding or statistical analysis.

The determined noise components of the wavelets
are removed or modified.

A cleaned signal is recovered from the modified
wavelet components wusing the inverse wavelet
transform.

A comparative analysis of selected methods of
noise filtering in audio sequences is given in Table 2.

Table 2. — Comparison of filtering and noise suppression algorithms

Spectral subtraction

Filtering based on frequency
filters

Wavelet transform

Principles  of
work

First, the noise spectrum is
estimated, which is then
subtracted from the signal
spectrum to reduce the noise.

Uses filters to select
certain frequency
components of the signal.
Band-pass, high-pass, or low-
pass filters are often used to
remove noise.

Breaks the signal into
components  of  different
scales or levels. These

components can be analyzed
and modified to remove
noise.

Advantages

Simplicity: Easy to
implement and understand.

Performance for stationary
noise:  Works well for
removing continuous,
stationary noise.

Removes noise without
significantly changing the
spectral structure of the

Ease of implementation:

Widely used and easily
implemented using DSP
(Digital Signal Processing)
libraries.

Performance: Works well
for removing noise in
specific frequency ranges,
such as low-frequency hum
or high-frequency noise.

Allows you to analyze the
signal at different scales,
which helps remove both
high-frequency and low-
frequency noise.

Works well with non-
stationary signals: Effective
for processing signals with
variable frequency
characteristics.
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signal.

Frequency Band Control:
Allows you to fine-tune the
frequency bands to be kept or
deleted.

Wavelets provide good
locality in time and
frequency,  which  helps

preserve important details of
the signal.

Disadvantages

Residual Noise: May leave
artifacts known as musical
tones.

Sensitivity  to noise
estimation: Incorrect
estimation of the noise

spectrum can degrade the
quality of the reconstructed
signal.

Not good for non-stationary
noise: Does not work well
with time-varying noise.

Useful signal losses: Can
remove useful frequencies
along with noise, especially
if the noise and useful signal
frequencies overlap.

Poor performance for
broadband noise: Limited
performance for noise
covering a wide frequency
range.

Can cause phase distortion:
Incorrect filter settings can
cause phase distortion in the
signal.

Complexity: More
complex to  implement
compared to simple methods
such as filtering.

Wavelet selection:
Requires correct selection of
wavelet type and
decomposition level, which
may not be obvious.

Computational cost: May
require significant
computational resources,

especially for large signals or
high levels of decomposition.

Each method has its advantages and
disadvantages, making them suitable for different
signal types and noise conditions. Spectral subtraction
is effective for frequency noise isolation, filtering is
useful for basic noise reduction in simple conditions,
while wavelet transform provides the best signal
quality in complex and non-uniform noise
environments.

AIMS AND TASKS OF THE WORK

The main goal of the article is to study the impact
of noise suppression methods on the quality of
restoration of an audio signal that was alternately noisy
with one of five types of noise - white, pink, brown,
impulse, Gaussian with different power.

To achieve the set goal, the following tasks must
be solved:

- comparative analysis of types of noise in an
audio file, noise reduction methods and filtering
methods;

- creation of a working dataset for further
research;

- development of the methodology of the
experiment;

- performing a study of the effect of spectral
subtraction,  frequency filtering and  wavelet
transformation on the quality of audio file recovery;

- analysis of the obtained results.

The conducted experiments are the basis for
further research on the influence of filtering and noise
suppression methods on the accuracy of speech and
voice recognition based on neural network models.

RESULTS AND DISCUSSION

The methodology for conducting the experiment,
necessary to achieve the goal, is as follows - first, a
working dataset was prepared by noise-free input
audio files. Each of the noises had two different
variants - powerful and not powerful. To determine the
noise power, we will use the value of the signal-to-
noise ratio (SNR). Not powerful noise, this is the kind
of noise with an SNR value close to 50db. It can vary
depending on the type of noise. Powerful noise is noise
with a negative SNR value, i.e. noise with a power
slightly greater than the useful signal. This is not done
for impulse noise, due to its peculiarities, when the
noise power increases, the SNR value does not
increase significantly.

The created working dataset for the research has
the following structure:

- 25 noise-free audio files;

- 250 noisy audio files (one of five types of noise
- white, pink, brown, impulse, Gaussian with different
power) is applied to each of the noiseless ones.

The audio signals will then be pre-processed
using various denoising and filtering algorithms, such
as spectral subtraction, wavelet transform and band-
pass filtering. After that, the processed signals will be
analyzed, and the noise removal quality will be
measured. The results of the experiments will be
evaluated using the signal-to-noise ratio and peak
signal-to-noise ratio (PSNR) metrics. For each of the
noises, non-powerful noise (with a high positive SNR
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in the uncleaned file) and powerful noise (with a
negative SNR value) will be taken. The step-by-step

model is visualized in the (fig. 2).

Powerful Not powerful Frequency filters
I T Spectral subtraction
Clear input : ; Noisy audio files ; ; Denoised audio files | Determination of recovery
udio Noise adding Noise reduction quality(SNR, PSNR)
| Pink \ | Impuls \
Gaussian

noise

Figure 2 — Functional diagram of the proposed system

SNR, or signal-to-noise ratio, is a metric used to
compare the level of a useful signal to the level of
background noise. This metric is usually measured in
decibels. A higher SNR value indicates that the signal
is much stronger compared to the noise, resulting in
better signal reception and processing. It depends on
the ratio of signal power to noise.[11]

PSNR is commonly used in audio, image and
video signal processing. In the context of audio
processing, PSNR helps determine the degree to which
audio is distorted after certain processes, such as

depends on the square of the maximum value of the
amplitude and the root mean square error between the
original and the processed signal. A normal PSNR level
for further audio work is generally considered to be
between 20 and 50 dB, depending on the specific
application and audio quality requirements. At 20dB,
the sound may contain noticeable distortion, but can
still be understood and used in less demanding
applications. These are standards for telephone
communication where some level of noise and
distortion is acceptable. Results are shown in table 3.

compression or passing through noisy channels. It

Table 3. — Data subsets

Experiment SNR Spectral subtraction Frequency filters Wavelet transform
before
(Db.) SNR after | PSNR(Db.) | SNR after | PSNR(Db.) | SNR after | PSNR(Db.)
(Db.) (Db.) (Db.)
White  not | 28.86 33.67 52.82 -21.35 -2.19 30.18 49.34
powerful
White -3.16 5.35 24.50 -21.41 -2.25 3.91 23.07
powerful
Pink not | 55.61 55.35 74.50 -20.72 -1.56 56.25 75.42
powerful
Pink -4.78 3.50 22.64 -21.41 -2.25 -2.95 16.21
powerful
Gauss  not | 74.53 67.77 86.92 -17.95 121 67.01 86.17
powerful
Gauss -0.67 7.70 26.85 -21.40 -2.24 6.12 25.28
powerful
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Impulse not | 84.93 68.18 87.32 -18.13 1.03 68.96 88.13
powerful
Impulse 76.45 68.04 87.19 -18.04 1.12 67.68 86.84
powerful
Brown not | 12.42 21.07 40.22 -21.40 -2.24 12.43 31.59
powerful
Brown -1.86 2.38 21.52 -21.44 -2.28 -1.85 17.31
powerful

Analysis of the obtained results showed that
filtering based on frequency filters only worsened the
output signal, that is, not only noise was filtered, but
also useful information. In all runs, the SNR
deteriorated to -18 - -22dB, which is worse than
without filtering. The possible reason for this is an

80:

60.

SNR

40

20:

Noise

20 e e e

a)

— Spectral subtraction

error in the selection of the filter, but to change this,
you need to use other algorithms, such as adaptive
filters, which will help preserve the useful information
of the audio file. A comparison of solutions is shown
in (fig. 3) and (fig 4).
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Figure 3 — Graphs of changes in values for weak noise a) SNR, b) PSNR
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a)

b)

Figure 4 — Graphs of changes in values for powerful noise a) SNR, b) PSNR

Comparing the SNR values for low-power noise,
we can see that the algorithms give approximately non-
variable data. They find in the range from -20% to
+15% depending on the type of noise. When analyzing
the values for powerful noises, we see a change from a
negative value to a positive one, which means that the
useful signal began to dominate the noise. The average
value changed by 280% (not including the impulse
noise, because its SNR values were not negative).

Comparing spectral subtraction and wavelet
transformation, we can conclude that both algorithms
improve audio quality and increase SNR. In addition,
even with powerful noises, they have a fairly high
PSNR. However, we can see that with the powerful
brown and powerful pink wavelet, the transformation
failed to raise the PSNR level to the recommended
20dB, so we will consider spectral subtraction more
suitable for further work.

Conclusions

In this paper a comprehensive analysis of the
impact of the use of noise reduction and filtering on the
quality of processing noisy audio files was carried out.
As part of the research, it was possible to achieve the
set goals and solve the set tasks.

A detailed study and comparison of filtering,
spectral subtraction, and wavelet transform algorithms
was conducted. This made it possible to determine
which techniques are best suited for noisy audio data.

Different types of noise have been classified as
white noise, pink noise, brown noise, Gaussian noise
and impulse noise.

As a result, we found that filtering based on
frequency filters only worsened the output signal, that
is, not only noise is filtered, but also useful
information. In all runs, the SNR deteriorates to -18 - -
22dB, which is worse than without filtering.

Algorithms of spectral subtraction and wavelet
transformation improved SNR parameters and output
audio files noisy with the most powerful noises in the
range of 20dB, which can be considered acceptable for
further processing. The results highlight the importance
of using denoising and filtering for complex audio
processing tasks, particularly neural network training
tasks.

Considering the obtained results, it is possible to
recommend spectral subtraction as the most effective
tool for solving the given problem, especially when the
appropriate  computing resources are available.
However, wavelet transforms remain a reliable option.

This study made it possible to use for training
neural networks not only audio files without noise, but
also with them. This will increase the sample of
available input and test data for further research.

The scientific value of the work lies in deepening
the understanding of the mechanisms underlying noise
reduction and filtering and their impact on audio data
processing. The presented conclusions can serve as a
basis for further research in the field of machine
learning and the development of intelligent systems,
which will contribute to progress in the field of
artificial intelligence.
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JocaixkeHHs] BIUIMBY METOJIB IIYMONPUTHiYeHHS Ha
SIKiCTH BiTHOBJIEHHSI ayTi0CUTHATIB

bapkoBcbka Onecs, ['aBpameHko AHTOH
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AHoTanis.

IIpeameTom nociizKeHHs € aHATI3 Pi3HUX AITOPUTMIB
¢umpTpanii Ha AKICTH  pPe3YJIBTYIOUMX aymgio  (Qailiis.
3HauymicTh GTbTpamii aynio psAgy IOMITHO 3pocia B
OCTaHHI POKH 3aBAAKM ii KIIOYOBIH posli B PI3SHOMAHITHHUX
3aCTOCYBAHHSX, TAKHX K 3MCHIUCHHS DO3Mi3HaBaHHS MOBH
Ta IITYYHUH IHTENEKT. 3 ypaxXyBaHHAM 3POCTAIOYOro MOIUTY
Ha pimeHHS 3ajad MOB’S3aHUX 3 PO3MI3HABAHHAM MOBH,
00poOKHM aymio psaay CTae BaXIMBOIO JUISI BH3HAUCHHS
TOYHOCTI Ta €()eKTHBHOCTI OTPIMAHOTO PIiIICHHS.

MeTo0 poOOTH € JIOCTIKCHHS BIUIMBY METOJIB
LIYMOIIPUTHIYEHHS Ha SKICTh BiTHOBJICHHS ayIiOCHTHAIY, IO
MonepeaHpo OyB 3alTyMIICHUN OJTHUM 13 I1’SITU BUAIB LIyMiB -
Oinmi, poskeBHil, KOPUIHEBHH, IMITYIbCHHH, TayCiBCBKHH 13
PI3HOIO TOTYXXHICTIO. [l HOCATHEHHS IOCTaBIEHOI METH
OyJu BUpINIEHI HACTYIHI 3aBAaHHA: OyJIO IPOBEICHO aHAII3
TUOIB IOyMiB Ta aHali3 METOAIB ILIYMOIIOJABJICHHS Ta
GuUIbTpYyBaHHS, a TakoX OylI0 po3po0JICHO Yy3arajJbHEHY
MOJIeNIb IIIYMOTIOJABJICHHA Ta ()INbTPYyBaHHSA 1 CIUIAHOBAHO
EKCIIepUMEHT y 3aJIeKHOCTI BiJ THITYy Ta MOTYXXHOCTI LIyMy.
MonemnoBaHHsA CKCHEPUMCHTY BUKOHAHO LUTAXOM
TIOPiBHSHHS ITapaMeTpPiB CIIBBIIHOIICHHS CUTHAI/IIYM JI0 Ta
MICJIS eKCIIEPUMEHTY Ta MIKOBE CITiBBiIHOIICHHS CUTHAIY 0
myMmy B oOpoOneHomy daiini . Bukopucrani Taki MeToau:
CHEKTpalbHE BiAHIMAHHA , (UIBTpAIs HA OCHOBI YaCTOTHHUX
(biTbTPIB Ta BEHBIET-TIEPETBOPEHHS.

OTpuMaHi HACTYNHI Pe3yJbTaTH: y 3aJIC)KHOCTI Bif
o0paHMX [OIyMiB Ta QITOPUTMIB, BHAJOCiI  JOCAITH
HAHMKYOTO 3HAYEHHs IIKOBE CIIBBIIHOIICHHS CHTHATY IO
mymy y 21.5206, Ta 30iIbIIyBajio  CIHiBBiJHOIICHHS
CHUTHAJ/IIyM IO AO3BOJHMJIO TOAANBIIy pOOOTYy 3 LUMH
ayniodaitmamu. [IpakTH4HOIO 3HAYYLIICTIO NaHOI POOOTH €
30UIBIIEHHS KUTBKOCTI JOCTYNHHX —ayjio GalmiB s
oAaNbIIol poOOTH .

myMm, a i kopucHa iHdopmarmis. VYV Bcix 3amyckax SNR
noripmyBagacst 1o -1816. mo ripmre Hix 6e3 GiTTpyBaHHS.
ANTOPUTMH ~ CHEKTPaIbHOTO  BiJHIMAHHSI Ta  BeHBIeT
MepeTBOpeHHs mokpammid mnapamerpu SNR T1a BHBEIH
aymiogailny  3amrymyieHI  HaHMOTY)XHIIIUMH —IIyMaMd Y
niamasoH Bif 20xab, mo Moske BBaXKaTHCS CIPUUHATHUM IS
noJansIoi 06poOku. Pe3ynpTaT migKpecIooTh BaXKIUBICTD
BUKOPHCTAHHS IIyMOINOJABICHHS Ta (UIbTpyBaHHA JUIS
CKJIQJHHUX 3aBJaHb OOpOOKM aynio, 30KpeMa y 3amadax
HaBYaHHS HEHpoMepex.

KawouoBi cioBa: mrymompurHiueHss, ¢inpTparis,
aymio, mym, SNR, PSNR, criekrpansHe BifHIMaHHS, YaCTOTHI
($inbTpH, BEHBIET IEPETBOPEHHS, EKCIICPHIMEHT.
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