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InTesexTyanbHa iHpopManiiiHa cucTeMa nepekJaay ITYYHUX MOB @080

B MC D

Anorania. Cmamms npucesuena po3poONeHHI0 [HMeNleKmyalvHoi iHpopmayitinoi
cucmemu nepexnady WMmMy4yHUxX MO8 i3 BUKOPUCAHHAM MemoOi8 WMY4YHO20 IHmeneKmy i
CMAMUCMUYHUX — AI2OPUMMIB,  NPONOHYIOUU  [HHOBAYIUHUL  NiOXI0 018  NIOSUWYEHHS
ehekmusHoCmi  MAWUHHO20 NepeKaady 6 YMOo8ax OUHAMIYHO20 PO3GUMK)Y CYUACHUX
mexHonoziu. Memow pobomu € po3podienHs iHmMeneKkmyaivHoi iHgopmayitinoi cucmemu
nepexknaoy wmyyHux mos. JloCnioHuybKow CKI1a006010 6 3anponoHO8aMiu cucmemi €
OYIHIOBAHHA eqheKMUBHOCMI SUKOPUCMAHHA Memo0i6 Wmy4Ho20 iHmenekmy O nepekiaoy
WMYYHUX T 36UYAUHUX MO8, WO MOJCe npuzeecmu 00 CKOPOUEHHS YACOBUX | pecypCHUX
3ampam, a maxkodic 3abe3neyumu GUCOKY MOUYHiCMb I HAOIUHICMb pe3yivmamis. Y pobomi
docniddceHo  3acmocysanusi 008200 kopomxouachoi nam'smi (LSTM) ona nepexnady.
Pezynomamu oemoncmpyroms, wo LSTM docseae mounocmi 0o 97.5 % 0nsa konmponvosanoi
8ubipxu 6xioHux daumux i 0o 93 % Ha eunadkogomy oamacemi. Ompumani pesyrbmamu
niomeepoAHCyioms  eeKmusHicms  po3pooNeHoi  cucmemu, WO 0A€ 3M02Yy 3 BUCOKOIO
eexmuenicmio nepexiadamu 36UdatiHi ma WmyyHi MOsu.

Knrouoei cnosa: mawunne naguanns, wmyunuil inmenekm, LSTM, damacemu, enxooep,
dexodep, NOCIi008HICMb ) NOCAI00B8HICb.

Beryn Ha BimMiHy BiJ CTaTHCTHYHUX METOMIB, SIKi
3aCHOBaHI Ha TOEJHAHHI HMOBIpHICHUX Mojened i

Y cyuacHOMy CBiTi 0GCATM MiKKyIbTypHOi  UACTOTHHX 3aJICKHOCTEH, HEeHpoHHI Mepexi
KOMyHiKauii ~ cTpiMko  3pocraroTe.  [mobamizauis, —AOTOMArarTh  MOICTIOBATA  HMCPEKIAA  SK - CKIalHY
MDKHapoJHa CIIBIpalsl, pO3BUTOK  iH(pOPMAIIHHIX TPAHC(OPMALIIO  TOCIIZOBHOCTEH 3 ypaxyBaHH:IM

KOHTCKCTY, 'PaMaTUKN Ta CCMAaHTUKU.

TEXHOJIOTIH 1 HOMMPEHHS IHTEPHETY 3yMOBIIIOIOTH JIe1alTi
Heiiponanii mMammHHMHA Tepeknan 1mo0yI0BaHUN

Oinpmry  morpedy y — IIBHAKOMY, TOYHOMY  Ta

MacIITaGoBaHOMY TepEeKIafi TEKCTiB pisHMMH Mopamu. 1@ TMOOKoMy Hapuammi (deep learning) — ATy 31
Tpauifini METoMH Tepekiany, SK-oT poboTa JioauHy-  MAUMHHOTO HABYAHHS, KA BUKOPHCTOBYE OaraTopiBHCBI
nepekianaya abo cucremu, 1o 0asoBaHi Ha mpaswiaax ~— WITYTHL  HEHPOHHI - MEPEX1  IUIA 00pOOKH  JaHUX.

(rule-based systems), xoua # 3a6e3[EUyIOTh BHCOKY OCHOBHHMH apXiTEKTypaMH, IO BUKOPHCTaHI B CHCTEMAax

SIKICTh 'y BY3BKOCTICITIAII30BAaHMUX KOHTEKCTAaX, HE 3HaTHI
e(CKTHUBHO BIIOpATHCS 3 OOPOOKOI0 BEIUKHX OOCSTIB
TEKCTY B pealbHOMY daci.

Uepes 1e 0coOnmBOi akTyalbHOCTI HaOyBaroTh
aBTOMATH30BaHI CHCTEMH MAIIMHHOTO  IEPeKIamy.
[IpoTsaroM OCTaHHIX HAECATIIITH IS Taly3b 3a3Hajia
CYyTTEBUX 3MiH: BiJl CTaTUCTHYHHX MeToxiB (Statistical
Machine Translation, SMT) mo cydacHHMX MiIXOMiB, SIKi
6azoBaHi Ha WMTy4yHHX HeiipoHHMx Mepexax (Neural
Machine Translation, NMT). Po3Burtok HelipoMepexeBrx
TEXHOJIOTIH  KapIWHAIBFHO 3MIHMB IMIIXOMH  IIOJIO0
aBTOMATHUYHOTO TICPEKIIay.
©BAPKOBCBKA O. 10.,'ABPAIIEHKO A. 0.,2025

NMT, e pexypentni Hediponni mepexi (RNN), nosri
kopotkoyacHi mam’siti (LSTM), a 3rogom Tpanchopmepu
(Transformers), K1 CHOTOJTHI BBaXKaIOTh
Halle(DeKTUBHIIINMH JUIS 3aBJaHb OOPOOKH MPUPOIHOT
moBu (Natural Language Processing, NLP). Came
3aBISIKM TpaHcopMmepaMm Oyiin CTBOpEHI Taki YCHIIIHI
Moneni, ik Google Translate [1], DeepL [2], ChatGPT [3]
Ta 1HII.

CyuacHi cHCTeMHU nepexIIamy, 1110
BUKOPHCTOBYIOTH TpaHC(HOpPMEpH, YMIIOTh HE JIHIIe
TIepeKIIaiaTH OKpeMi ciioBa abo ¢pasy, ase ¥ po3ymiTu
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3MICT TEKCTY, BUSIBISITH NPUXOBaHI 3HAYCHHS,
rpamMaTH4Hi KOHCTPYKIii, CTHIIICTUYHI 0COOJIMBOCTI MOBH.
Bonn 31aTHI migTpUMyBaTH y3Tr0JUKEHICTh TEPMIHOJIOTII B
MeKax OJTHOTO JIOKyMEHTa, po3mizHaBaTu
HEOJHO3HAYHOCTI, 8 1HO/I HABITh YPaXxOByBaTH KOHTEKCT
morepenHiX pedeHb abo miamoriB.  Takuit  piBeHB
pO3YyMiHHS  pOOUTH HelipoMepexki  HaI3BUYAWHO
MOTYXXHAM IHCTPYMEHTOM JJisl BUPIIICHHS 3aBJaHb
aBTOMAaTHYHOTO Tiepekiany [4].

OnHak, IOonpy JOCSTHEHHS B LM cdepi, 1me icHye
yuMaslo BUKIJIMKIB. HelipomepeskeBi Mozemni morpedyroTs
BEIUKMX OOCATIB JaHUX ISl HaBYaHHsS, 3HAYHUX
00YHCITIOBAIFHUX PECYpCiB 1 MOXYTh OyTH CXWJIBHHUMH
JI0 TIOMIJIOK y pasi Tepekiagy piJKOBXHBaHHX MOB,
TEXHIYHMX  TEKCTiB  abo  KyJbTypHO-crieludidHnX
BucioBiB. KpiM TOro, BHHHKAlOTh HHWTaHHS ETHYHOTO
XapakTepy, SIK-OT aBTOPCBbKE IpaBO Ha IIepeKiajeHi
TeKCTH a0 yNepemKeHHS, M0 BHHUKAIOTH Yepe3
acHMETPHYHI J]aHi y MpoIieci HaBYaHHS.

s poboTa mpucBSYEeHa AOCIIKEHHIO MPOLECY
MepeKIaay 3a JOIMOMOrOI0 HEHPOHHUX Mepex. Y Hil

Translation

PO3MIISTHYTO 0a30Bi MPUHIMIK (YHKI[IOHYBaHHS MOJeeH
NMT, npoanamizoBaHO apxiTeKTypH, MO Ha{dacTimie
BUKOPHCTOBYIOTh JUISl IIEPEKIaAy TEKCTY, 1 PO3IIISHYTO
cydacHi TeHaeHmii B mid ramy3i. OcoOiuBy yBary

NPUAIJICHO  TPAaKTUYHUM  acleKkraM  1oOynoBu i
TpeHYBaHHS  HEWpOMEpeXeBHX  IepeKiaaaviB,  iX
OLIIHIOBaHHSI.

Mera JOCHi/DKEHHS TOJNATae y  CTBOPEHHI

IHTENeKTyanbHOi 1H(GOPMAIIHHOI CHUCTEMH TIEepeKiIamgy
IITyYHUX MOB. Y Mexax poOoTu Oyne Takox 3po0ieHo
cnpoOy  moOynyBaTh 1 TPOTECTyBaTH  BJIACHY
HelpoMepekeBy MOEb NepekiIany Ha 0asi BIIKPUTHX
KOPIYCIB JaHNUX 1 MAIIMHHOTO HABYaHHSI.

AHaJIi3 OCTaHHIX A0CTiIzKeHb i myOikamii

Y pobGorax [5-7] Oyno TpOBEAEHO 3HAYHY
KIJIBKICTh  JOCII/KEHB, CIPSIMOBAHMX Ha ITOKpPAIICHHS
SIKOCTI HEHPOHHUX MAaIIMHHUX nepeKiIaaavis.
Knacudikanis TumiB rnepexnanaviB HaBeJeHa HA pHc. 1.

Traditional machine
translation methods

Human translation

Neural network machine

Rule-Based Statistical
Machine Machine
Translation Translation

translation
Pre-trained
Seq2Seq Transformer Language
Models
Adaptive Massive NMT
models Models

Puc. 1. Kiacudikarist nepexiaziis

HefipoHHI METOIM MANIMHHOTO TMEPEKIAAy CTall
TOJIOBHOK) TEXHOJIOTI€I0 B aBTOMATHYHOMY IEPEKIIaIi
3aBISIKM CBOIM 3JaTHOCTI MOJIEJIIOBATH CKJIAJHI MOBHI
3aJICKHOCTI 1 CTBOPIOBATH TEPEKIIA/IN, 0 HAOIIDKEHI 110
JONCHKMX. IXHS €BONIONiS pO3IOYAnach i3 IPOCTUX
apxXiTeKTyp, SKi  IIOCTYyIIOBO  YCKIQIHIOBAIHCH 1
BIIOCKOHAITIOBAIMCS, IO Jal0 3MOTY JIOCATaTH BHCOKOT
TOYHOCTI TIEPEKIIay HaBITh MK MOBaMH 3 IIy)Ke Pi3HOIO
CTPYKTYPOIO.

Iepmi Mmopeni HEHpOHHOTO Tmepekiany Oymu
0a30BaHi Ha NPUHIIUII «IIOCIIIOBHICTD y MOCHIZOBHICTBY.
VY 1poMy mizxo1i BUKOPHCTAHO /1B peKypeHTHI HEHPOHHI
Mepexi — OIHa JUId KOAYBaHHS BXITHOTO PEUYCHHS Yy
BEKTOp (hiKCOBAHOT NOBXKWHM, a IiHINA U ACKOAYBAaHHSI
FOTO BEKTOpa B PEUYCHHS IUTHOBOIO MOBORO. Ilim wac
HABYAaHHS Taka MOJENb  IOCTYIIOBO  HABYAETHCS
aCOLIIOBATU Il IOCIIJOBHOCTI CIIB MIXK CO0OI0, HE

po30MBalOYM peUeHHs Ha OKpeMi cioBa uu (pasw, SK 1e
BiOyBaOCh y CTAaTHCTHYHHX Merofgax. (OCHOBHOIO
MIepeBarol0 bOTro MiAXO0Ay Oyia HOro 3JaTHICTh BUBYATH
mabJoHM B MOBJIEHHI 0e€3 SBHOTO IPOrpaMyBaHHS
npaBwi. Ilpore Mozemi Takoro THIy MajH CyTTEBE
OOMEXEeHHSI — BOHM IIOTaHO IPAIfOBAJIM 3 JIOBTUMH
PEUYCHHSIMH, OCKUIBKM BECh CEHC BXIAHOTO pEYCHHS
MYCHUB BMICTHTHCS B 0inH (pikcoBanmii BexTop [8].

1106 po3B’s3atu mpobneMy BTpaTH iH(opMmamii 3
KOIyBaHHSIM JIOBI'MX pEYEHb, OYyJO0 3alpOIIOHOBAHO
MeXaHi3M yBaru. YBara jornomarae Mojeii GpoxkycyBaTucs
HE Ha BCbOMY BXIIHOMY PE€UYEHHI OTHOYaCHO, a BUOIPKOBO
3BepTaTH yBary Ha OKpeMi HOro 4YacTWHHM i dac
reHeparii KOXXHOTO ClioBa Ha BHXoi. [Hakmie Kaxyuw,
JICKOZIEp, CTBOPIOIOYM MEPeKIIajl, OTPUMYE IOCTYN [0
MOBHOTO Habopy NPOMDKHUX CTaHIB €HKojepa 1
JMHAMIYHO 3BaXYE€, SIKi 3 HUX € HAHOUIbII peJIeBaHTHUMH
JUId TIOTOYHOTO MOMEHTy mepekiany. lle mamo 3mory
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3HAYHO ITOKPAIINTH TOYHICTH 1 Y3TOPKEHICTh NepeKiany,
30KpeMa B THX BHUIAJKax, KOJM CTPYKTypa PEUYEHHsS B
OJTHIH MOBI 3HAYHO BiJ[Pi3HSIETHCS BiJl 1HIIOT.

Haii6inpmmii npopuB y HeWpOHHOMY Nepexiai
CcTaBcs 3 TOSBOIO apxirtekTypu Tpanchopmepis. Llei
MiAXiJ KapAWHAIGHO BIIMOBHBCS Bil PEKypESHTHUX
MepeX 1 3aMiCTh HHMX  BHKOPHCTAaB  MEXaHI3M
GararorosoBoi camoyBaru. Y TpaHcdopMmepax MOJENb
MOXE OJHOYacCHO aHali3yBaTH BCi CJIOBa BXIAHOTO
pEUYCHHS 1 BCTAHOBIIIOBATH MK HUMH 3B’SI3KH HE3AJICKHO
BiJl IXHBOTO MOPSJIKY. 3aBISKM LOMY MOXKHA JOCATTH
HabaraTo e(eKTHUBHIIIOr0 MOJEIIOBAHHS JOBIOTPUBAIIMX
3ajexHocre 'y MoBi. Kpim TOro, Tpanchopmepn
JIO3BOJISIIOTh HAaBYAaHHA Ha 3HAYHO OLIBIIMX oOcsrax
JAaHUX 1 3 BUKOPHUCTAHHSIM TapayenbHoi 00poOKu, 1o
3pobmino ix ayxke edekTuBHMMH Ha mnpakTuini. Came
TpaHC(OpMEpH CTald OCHOBOIO OIJIBIIOCTI CyYacHHX
CHCTEM IepeKiaiy, Takux sk Google Translate, DeepL ta
iHmm [1, 2].

HactymauM KpoKOM y pO3BUTKY HEHPOHHOTO
MepeKIIaay CTaI0 BUKOPHCTAHHS BEJIMKUX IOINEPEIHBO
HaBUCHMX MOBHHUX Mozeneil. 1li Moneni HaBualoThes He
JIMIIE Ha NapalielIbHUX KOPILycax, a 1 BeJIMU4e3HUX o0csrax
HECTPYKTYPOBAaHOTO TEKCTy pI3HUMH MOBaMH, IO
noriomarae iM HaOyBaTH TJIMOIIOTO PO3YMiHHS MOBHOI
CTPYKTYpH, TpaMaTHkd 1 crwmo. OJHi€l0 3 Takux

moneneii € mBART, sxa moemHye MOXKIIMBOCTI
TpaHcdopMmepa i JOAATKOBE NEepeJHABYAHHS HA 3aBJaHHI
BITHOBJICHHA  3aIlyMJICHOTO TEKCTy. Y  Mporeci

MepeKIaay Taka MOJIENb JIEMOHCTPY€E BHCOKY TOYHICTBH
HABITh Y BUIAIKaX MaJIOPECypCHUX MOB, OCKLITBKH 3/1aTHA
y3araJIbHIOBaTH 3HAHHS, HaOyTi 3 IHMMX MOB. [HIIMiA
MpUKIaa — Moaenb T5, ska TpakTye BCi 3aBIaHHS,
BKITIOYAIOYM IIEPEKIIaj, SK 3ajady TeHeparlii TeKCTy y
BIIMIOBiTh HA TEKCTOBHU 3amuT. Hanpuknanm, o0
MEPeKIIaCTH PEUYCHHS, 1M JOCTaTHHO HATH IHCTPYKIIIFO
«TepeKIay 3 aHTIIIACHKOI Ha YKPaiHCBKY», IICIS YOTO
BoHa chopMye BiAmoBiHUI pe3ybTat [9].

OxpeMy  KaTeropiro CKIIaNal0Th ~ MAaCHBHI
0araToMOBHI MOJENi, $Ki 3[JaTHI NEpEKIagaTH MiX
COTHSAMH MOB 0€3 HEOOXITHOCTI MaTd MapajielibHi JaHi
st KokHOoi  MoBHOi  mapu.  Taki  cucremu
BUKOPHCTOBYIOThH y3arajbHEHE MOBHE IPE/ICTABICHHS Ta
MIPUHITUTH TpaHC(EPHOTO HaBYaHHA. Hampuxian, Moenb
M2M-100 a6o NLLB (No Language Left Behind)
PO3pOOJISIFOTE 3 aKIICHTOM Ha MIATPUMKY PiIKOBKUBAHIX
MOB 1 3a0e3nedyeHHs SKICHOTO TIEpeKiIagy B YMOBax

oOMexkeHMX  pecypciB. BoHm  HaBualoThcs  Ha
06araTOMOBHUX KOpITycaX, BHKOPHUCTOBYIOUM TIPHHIMITN
HaBYaHHA ©0€3  yuuTelns, BHpPIBHIOBAaHHA MOBHHX

IpocTopiB i GaraTopiBHEBOI camoyBar, 1o poOHTH X
Ha/[3BUYAIHO NMOTY>KHUMHU Ta yHiBepcassHuMHu [10].
3HaYHWIA iHTEPEC TaKOXK BUKIMKAIOTH MOJEHI, SKi
MOEAHYIOTh ~ HEWPOHHMI  Tepekiag 13  MeToJamu
miaKpimeHHs abo ajganramii 10 3BOPOTHOTO 3B’SI3KY BiX
KOpHUCTYBadiB. Y TakKHMX CHCTEMax MOJAEIb MOXe OyTH
JI0JJATKOBO HABYEHA HAa OCHOBI JIFOJICBKHX OLIHOK
nepeknany abo penaryBanb. lle mae 3mory He nwie

MJBUIIMTH SKICTh, a ¥ 3a0€3[eYuTH BiANOBIAHICTE
CTWJIIO, TEpMiHONOrii Ta cCHenudiyHUM BHMOTaM
KopucTyBada. Taki CHCTEMHM aKTHBHO IOCII/DKYIOThH VIS
BIIPOBA/DKEHHSI B Oi3HEC-IHCTPYMEHTH, A€ TepeKiIaj Mae
BIJINIOB11aTH KOPIIOPAaTHBHUM CTaHIapTaM.

Otxe, HEWPOHHI METOIM MAIIMHHOTO IEepeKIIamy
MPOWIIIM JOBTUH HUISIX — BiJ HPOCTHX PEKYPEHTHUX
Mojeneid g0  MacmTaboBaHMX  TpaHC(HOPMEPHHUX
apxiTeKTyp Ta YHIBEpPCAIBHHX O0araTOMOBHHX CHCTEM.
Koxxen HOBHII eram pO3BUTKY HaOJIKae MAalIMHHHUNA
MepeKyIag A0 piBHA pPO3YMiHHS, BJIACTHUBOIO JIFOJIMHI,
3a0e3neuyroun He JIMIIE MepekiIaj CIIiB, a i rmepeaaBaHHs
3MICTY, CTHJIIO Ta IHTEHIIi1 BUCIIOBIIOBAHHSL.

Merta Ta 3aaa4i podoTn

MeTtoro po0OTH € PO3pOOJICHHS IHTEICKTYaITBHOT
iHpopMamiiHOI CHCTEMH TMepeKiIagy INTYYHHX MOB.
JloCTiAHNIIBKOIO CKJIaJ0BOIO B 3aIIPOIIOHOBAHIN CHCTEMI €
OLIIHIOBaHHS €()EKTUBHOCTI HEHPOMEPEKEBOTO MEPEKIATY
1 BUMIpIOBaHHs 4acy poOOTH Ha CTpec-TeCTax, L0 MOXKE
TIPU3BECTHU JI0 CKOPOYCHHS YacOBHX 1 PECypCHUX 3aTpar,
a TakoXX 3a0e3NeYnTH BHCOKY TOYHICTh 1 HaIiHHICTH
Ppe3yJbTarTiB.

Jnst oCSTHEHHS TTOCTaBJICHOT METH MaroTh OyTH
BHpIIIICH] TaKi 3aBJJaHHS:

- TOPIBHSJIBHUIL aHAJII3 TUIIIB MEPEKIIaIaviB;

- CTBOpEHHsI poOOYOro Jaracery sl ITOJaIbIIOro
TOCHIIKEHHS;

- PO3pOOIEHHS METOJUKHI IIPOBEACHHS
€KCIIEpUMEHTY;
- CTBOPEHHS Mojeni IHTENIEKTYaTBHOT

iHpOpMaNiiHOT CHCTEMH NepeKIIaay ITyYHHX MOB;

- OIIHIOBaHHS BIUIMBY HEHPOMEpEKEBUX MOAEIeH
Ha pe3yNbTaT IMepeKyaay IITYYHHX MOB y MeXKax
3aIPOIIOHOBAHOI CUCTEMH Ha OCHOBI METOMIB MAIIMHHOTO
HaBYaHHS.

[IpoBeneni exkcHepyuMEHTH € OCHOBOIO  JUISt
MOJJaJIBIIIOTO MTOKPAIIEHHS! METO/IB IepeKiiasy Ha OCHOBI
HEHpOMepe)KeBUX MoJeNed 1 YacTHHOIO 3arajbHOTrO
KOMIIIEKCY MepeKIIamy.

OOMEeKeHHSIMH CUCTEMH € HeOOXiTHICTh HaBYaHHS
HelpoMepeski Ha ImapaienbHOMY KOPITYCl TeKCTIB Pi3HUMHA
MoBamMH. TakoXX 110 OOMEXEHb MOXKHA BIIHECTH
HEOOXiHICTh HaBYaHHS CHCTEMH Ha CJIOBax, IO OyayTh
BUKOPHCTAaHI JIJIsI IEpeKIIamy.

Otpumani
pe3yJIbTaTiB

HaykoBi pesyabratn. (OOroopeHHst

Y 1npoMy JOCHIPKEHI BIIEpIIe 3alpONOHOBAHO
IHTeNeKTyanbHy iH(GOpMALiifiHy CHCTEMY TepeKiIamy
IITyYHUX MOB, SIKa T€HEPY€ HOBI CIIOBHMKH Ha OCHOBI
icHyrouoro Habopy napajenbHUX TekcTiB. [Hpopmaniiiny
CHCTEMY HaBEJICHO y BUTJI y3aranbHeHoi Mozeni (puc.
2) mepekianaya, sKa CKIANAE€ThCS 31 B3a€MO3AICKHHUX
MOJYJiB: HEHPOHHOTO TMEpeKNianxy 1 CTaTUCTUYHOTO
TIepeKIIamLy

67

IKC3T, 2025 Ne4




IHOPOPMAIIMHO-KEPYIOUI CUCTEMU HA 3AJIIBHUYHOMY TPAHCIIOPTI

O6pobka Tlokpamenus
. ITokpammenHs
BBE/IHUX PEUeHb pe3ylsTariB .
pe3yIIbTaTiB
CTaTUCTHYHUMHU 00poOKH A
Yepe3 1HIIM MOBU
MCTOdaMH AIrOpuTMaMH
Crarucruusi Auropurvi H- AJITopHTMI
QJITOPHTMU rpam, Kayra- TONIYKY
Mopica-IIpara, CIIiB
JTBOXCTOPOHHIM
HOKpAIICHHSIM
Tenepaniz Pesynbryroui
BaereHHs Tokemizaris PESYIBTYIONX | ¢ oppmkn
; CJIOBHHKIB — .
HapalelbHuX pedenp | BBCACHIX CIIB | TokeHH CIIOBHHUKH
2 MOBaMH BX1JHHUX A
T Yac TOPUTMH
AnropurMy  BHXUIHHX | HaBYaHHS TIEPCTBOPCHIL
06pobi B 4'—HananH;1 PI3HOTHIIOBHX
JIaHIX
REKCRY: HEHPOHHOI CIIOBHUKHI
Mepexi
ITapamerpu
HelpoMepexi
Puc. 2. IntenekryansHa iHpopMaliiiHa cucTeMa IepeKiany ITYYHHX MOB
MoCIiZIOBHO 00poOiste 1i Bektopu yepes LSTM. Ha
Metoauka IIPOBEICHHS eKCIepuMeHTy,  KokHoMmy kpoui LSTM renepye npuxoBaHui cTaH, aje B

HEOOXiHOTO Uil JIOCSTHEHHS IIOCTaBJICHOI METH, €
TaKoIO: criepury OyJio MiIrOTOBICHO POOOYHU JaTaceT
yepe3 OTpUMaHHA HaOopy mapajelbHUX  pedYeHb
aHIITIHCHKOIO, YKPaiHCBbKOIO, ()PaHIy3bKOI0 MOBaMH 1
IITYYHOIO MOBOIO ecriepaHTo. KoxeH i3 maraceTiB MiCTHB
OJTHAKOB1 pEUCHHS PI3HUMH MOBAMH.

Hami 3a 1omomMoror IbOro jgaracery Oyso
CTBOPEHO HEHPOHHY MOAEINb Ul MAIIMHHOTO MIepeKIIaly,
moOymoBaHy 32  TMPHHIOUIOM  IIOCHIIOBHICTE Yy
MOCHIZIOBHICTEY  (sequence-to-sequence,  CKOPOYEHO
seq2seq). OcHoBHa i1 MeTa — HaBUYNTHCS IIEPETBOPIOBATH
MTOCTITIOBHICTE CIIiB 3 OJTHIET MOBH Ha JIOTIYHO BiAMOBIIHY
MTOCTIIOBHICTD 1HIIIOI0 MOBOIO SIK IMITAINFO MTEPEKIaay 3a
JIOTIOMOTOI0 TIINOO0KOT HEHPOHHOT MEpexi.

Ha Bucokomy piBHI MOJENb CKJIQIAETHCS 3 JABOX
OCHOBHHMX KOMITOHEHTIB: eHKozaepa (encoder) i gekonxepa
(decoder). Oo6unBa pearizoBaHi Ha OCHOBI
6araromapoBoro LSTM (Long Short-Term Memory) —
PI3HOBUly pEKypEeHTHOI HEWpOHHOI Mepexi, sika moOpe
00po0itste oCiOBHOCTI Ta 30epirae iHpOpMAIlifo B Yaci.

pe3ynbTari BUBOAWTH JHOie (iHAIbHI TNPUXOBaHI 1
KIITHHHI CTaHH, sIKi 30epiraroTh CTHCHEHY iH(OpPMAIIiO
mpo Bce BximHe pedeHHsA. Came 1 (QiHATBHI CcTaHH
nepefaBaHi B JEKOJEp SIK IOYaTKOBMH KOHTEKCT JUIsl
reHeparii nepexiamy.

Jlekozep Ha KOXKHOMY KpOIIl NMpHUAMAE TONEpeaHE
CJIOBO BHXIJHOTO pedeHHs (1] 4ac TpeHyBaHHA 1ie abo
MIPaBWJIBHE CJIOBO 3 HAaBYaJbHOTO INpHKIagy — teacher
forcing, abo monepenHe nepeadadeHe), MEPETBOPIOE HOTO
Ha BEKTOp, MPOBOIUTH uepe3 ¢Bor0 LSTM 3 oHOBIIEHUMH
cTaHamu i ¢opmye nependadeHHsT HACTYITHOTO cioBa. Lle
repet0aYeHHs! € BEKTOPOM PO3MipY 31 CIIOBHHKA BHXiTHOT
MOBH, /i€ KOXEH €JEeMEHT BKa3ye Ha HMOBIpHICTb
BIJIOBITHOTO cJoBa. BuOWpae CIIOBO 3 HAHBHUIIOIO
HMOBIpHiCTIO, sike abo 3HOBY IoJae Ha BXig, abo
TIOPIBHIOE 3 €TAJIOHHUM Y BHIAJIKy TPEHYBaHHSI.

HaBuaHHs cKJ1aIa€ThCs 3 TAKHUX ETalliB:

- 1us 3MiHM BHYTPIIIHIX CTaHIB HeWpomepexi
BUKOPHCTAaHO METOJ 3BOPOTHOTO ITOUIMPEHHS MTOMMIIKA
(backpropagation through time), 3a sIKOTO ONTHMIi3aTOp

LSTM crBopena pnst 30epiranHs goBrotpuBaiioi  Adam 3MiHIOE Barm Mepexi, M00 3MEHIIUTH (yHKIi0
3aJIeKHOCTI MDK CJIOBaMHM, IIO OCOOJIMBO BAXIWBO Ui BTpAT;

3aBJaHb NepeKIIasy, Jic CJIOBO HA MOYATKy PEUCHHS MOXeE - SK ¢byHKIIIIO BTpaT BUKOPHCTAHO
BIUIMBAaTH Ha Nepeknax Hampukinmi. Ha Bigminy Binm — kpocentpomiiiny  Brpary  (CrossEntropyLoss), sika

AQHAJIOTIYHAX CHCTEM, ISl CHCTeMa TIpaIroe 3 HaObOpoM
TOKEHIB, 3allMCAaHWX Y CIOBHUKAX, IO Ja€ 3MOTY
BHKOPHUCTOBYBaTH CHUCTEMY Ha 3BHYAMHHUX 1 IITYYHHX
MOBaX.

Ha mepmiomy erami eHKonep mpuiiMae BXiTHE
peYCHHS y BUINIAMI IHACKCIB CIiB (SKi BiIITOBINAIOTH
TOKEHaM i3 TONEepeAHHRO TOOYJOBAaHOTO CIIOBHHKA),
MIEPETBOPIOE TX Y BEKTOPHI MPEICTABICHHS 33 JOIIOMOT OO
BOymoBaHoro mrapy (embedding layer), a motim

MPUUHATHA U1 3aBJaHb KIacUdikarii, 30kpemMa BHOOPY
OJTHOTO ITPAaBMIIFHOTO CJIOBA 3 BEJIMKOTO CIIOBHHKA;

- Helpomepexka HaBuaeTbcss 100 enox,
KOXKHIH 13 SIKUX aHaAII3yI0Th €()eKTUBHICTH HABYaHHSI.

s oriHIOBaHHS HeHpoMepexi Oyma po3podiieHa
TaKOX OILIHKa TOYHOCTI (accuracy), sIKy po3paxoBYIOTb SIK
BIZICOTOK IPaBHJIBHUX Iepei0adeHb cepe]] YCiX TOKEHIB y
pEUYCHHSIX.

Ha
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[Ilo6 ™onens mparoBaiia, IEpe]] HaBYAHHAM
CTBOPIOIOTH CIIOBHUKH JJIsI 000X MOB: KOKHOMY CIIOBY
BIJINIOBi/Ia€ 1HAEKC, a KOXKHE PEUCHHS IEPETBOPIOETHCS Ha
(hikcoBaHOI JOBXWHHU IOCIIOBHICT WX iHIEKciB. [laHi
OepyTb i3 ABOX BXIIHHX TEKCTOBHX (haiyIiB, HampHKIa
AHIMNACHKMHA TEKCT y TepmoMy aiiimi  Ta  Horo
yKpaiHChKui nepekinan B inmomy [11, 12]. Ockinbku uis

BBenenns pcUCHb

]

Toxkenizawis ciiiB

!

CTBOpEHHS eHKOIEpa Ta
JeKoziepa

Hapyanns LSTM

IepeKIIay OKPEMOro CJIOBa MOTPIOHO HA HHOMY HABUUTH
HEHPOHHY MOJIENb, TO TOJUT JaTaceTy Ha HaBYAIBHUH i
TeCTOBHM HeMomBui. KoxXHEe TecToBaHE CJIOBO Mae
MpONTH HaBYaHHA. AJTOPUTM  OIMCAHOI  MOJEi
300pakeHo Ha puc. 3.

100 emox

l \
Pezynsryroua LSTM

]

PesynbTyrounii BekTop
MOIIMBHX CTaHIB IIEpeKiIany

BBejieH s JaHUX U1 TIepeKiaay

Puc. 3. Anropurm Bukopucranns LSTM neiipomepesxi Ut epexiany

Jnst tectyBaHHS Mozeni Oyno mpoBeneHo Hadip
eKCIIepIMEHTIB. Y KOXXHOMY 3 HHX Opamm croemriaibHO
BUOpaHMI  JaraceT, IO CKJIANAEThes 3 Habopy
napajelbHUX PEYeHb JIBOMAa BHOpaHMMH MOBaMH, MiCIs
Yoro Ha IbOMY HAOOpi JaHWX IIPOXOAWJIO HAaBYAHHS
HeWpoMepexki Ta TepeBipka sKocTi mepeknany. Jlms
MepeBIPKM  SIKOCTI KOXKEH Hadip CIIOBOCHONIydEHb i3
MOYaTKOBOI MOBH IEPEKIaJali HA MLITGOBY MOBY 3a
JIONIOMOT'0I0  HelpoMmepexi. Y pe3ynbTari HelpoMepeka
reHepyBaja BEKTOp, SIKMH OIIIHIOE MOXKJIMBI IT€PEKJIaJIH.
[Ticast bOro BEKTOp 3HAYEHb aHAII3YBAJH 1 MTOPIBHIOBAIN
3 TPaBWIBHOIO BiANOBiII0. 3aranbHUN pe3yiabTar — Ie
BIiJICOTOK pPO3MIPY BXiTHOTO CJOBHWKA CIiB, IS SIKHX
3HAUeHHS TIOPOTY TIPaBMJIBHO BHM3HAUCHHX 3aBYACHO
BUOpaHMX BiAmOBigel Oyyio HaOIBIIMM cepen ycix
BapiaHTIB.

Jnst TOBHOTO TecTyBaHHS HPOBOAMIN TPH DPI3HUX
HabOPHU EKCIIEPUMEHTIB:

1. TecryBanus ©Ha HeBenukiii (40  peueHs)
KOHTPOJIbOBaHIK BHOIpLI MiAiOpaHUX pedeHb aHTJIIHCHKOIO,

YKpaiHCBhKOIO, (ppaHITy3bKOI0 MOBAMH 1 IITYYHOIO MOBOIO
€CIIEPaHTo.

2. TecryBamHs Ha  Oumpmmidi  BuOipmi (40
KOHTPOJIGOBAHMX pedeHb i 40 BUITAIKOBHUX) 13 JOAABAHHIM
JIO TIEpIIoi BUOIPKY BUITAKOBHX CJIIB 1 pEUCHb.

3. TectyBaHHs Ha BeNMKid BHOIpLi (CTpec-TECTH 10
1100 peyens y HabOpi) AL TECTYBaHHS MaKCHMaJILHOTO
4acy poOOTH CHCTEMH.

V¥ nepmomy Habopi eKcriepuMeHTiB OyJI0 MTPOBEACHO
12 TecTyBaHb 1 OTpUMaHO pe3yJIbTaTH, HaBeIeHi B Ta0. 1.

TouHiCTh IepeKIIaly IepIIoro Habopy

AHrnificeka YkpaiHcbka @DpaHiy3bKa Ecnepanro
AHriificpka - 93.4 % (1) 96.1 % (3) 97.2% (5)
Ykpaincbka 94.7 % (2) - 94.1 % (7) 94.6 % (9)
DpaHITy3bKa 953 % 4 93.9% (8) - 97.5 % (11)
Ecnepanto 96.8 % (6) 96.3 % (10) 96.8 % (12) -
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VY Ttabnuii momaHO pe3yNbTaTH EKCIEPHMEHTIB.
Psnox o3Havae BHXiIHY MOBY, CTOBIYHK — ILUILOBY. Y

%Translated

words
98

92

90

Puc. 4. Pesynbrar nepioro Habopy eKCliepUMEHTIB

VY npyromy HabOpi EKCIICPUMEHTIB OYJIO TPOBEIICHO
12 TecTyBaHp i3 PO3MIMPEHHAM JaTaceTOM 1 OTPUMAHO
pe3yibTaTy, HaBeIeHi B Tab. 2.

AYXKKax OIMMCAaHO HOMCP CKCIICPUMCHTY, SIKUI 306pa)l(€HO

Ha puc. 4.

s First test batch results

Experiment Ne

TounicTh Tepexitany mepmoro Had@opy Ipyroro Habopy

EKCIICpHMEHTIB a
AHrniliceka VYkpaiHcbka @DpaHiy3bKa Ecnepanro
AHruificpka - 89.7%(1) 92.2%(3) 92.8%(5)
Yxpaincbka 90.3%(2) - 89.6%(7) 90.5%(9)
@paniy3pka 91.1%(4) 89.2%(8) - 92.9%(11)
Ecniepanro 92.7%(6) 92.1%(10) 93.0%(12) -

PesynpraTi Tabmui onrcaHo B ToMy caMoMy (opmari, mo i Tadu. 1. [TopiBHSHHS pe3ybTaTiB JBOX HAOOPIB
eKCIIEPUMEHTIB I10JIaHO Ha pHC. 5.
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98.

92

90-

88

86

%
Translated
words

S First test batch results

S Second test batch results

Experiment Ne
2 4 6 8 10 12

Puc. 5. TlopiBHAIBHNUI pe3yJIbTAT MEPLIOTO Ta APYroro Habopy eKCIIEpUMEHTIB

Y pe3ymbraTi MH MOXEMO OauuTH, MO SKIiCTh
MIepeKIIaay JOCUTh BUCOKA, ajle HIDK4a, HIK 32 1/1ealbHOT0
migoopy pedeHs. OCKiIbKH CI0Ba NEPETBOPEHI B UMCIIA B
CIIOBHHKY, Ha pe3yJbTaT MEHIIE BIUIMBAIOTh OKpEMi
cnoBa, a Oijgplie BIUIMBAE CTPYKTypa MOBH. [ 3
MIPaBWIIBHUM ITiI00POM pedeHb pe3yibTaT PoOOTH MOXKe
OyTH KpaIum.

Y TperboMy HaboOpi eKCHEepHMEHTIB  OyJo
BU3HAUCHO BIUIMB DPO3MIpY JaTaceTy Ha 4Yac HaBYaHHS

Yac poboTH TpeThoro Habopy eKCIIepUMEHTIB

onHiel enoxu Heifpomepexi. Exciepument nposoaunu Ha | ExcriepuMeHT KimpkicTh Cepenniit yac
obuncmoBaui 13th Gen Intel(R) Core(TM) i7-13620H mmapajgeIbHIX HABYAHHS OMHI€l
240 GHz. Mns mpoBeneHHS EKCICPUMEHTIB OyIlo peyeHb CIOXH
BHOpAHO IITYYHY MOBY €CIIEPAaHTO Ta YKPaiHCBKYy MOBY. | | 40 2¢
OTtpuMaHi pe3yabTaTH MOAaHI B Ta0I. 3. 2 400 15¢

3 1100 75¢

PesynpraTtn y rpadivHOMy BUTIIAI TOgaHi Ha puc. 6.
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Time (seconds)

70.

60-

50-

40:

30-

20-

=== Experiment results

Sentences(count)

0 100 200 300 400 500

600 700 800 900 1000 1100

Puc. 6. 3anexxHicTs yacy HaBUaHHS OZIHIE] €OXH HEHPOMEPEXI Bijl KUTBKOCTI BXITHUX peUeHb

Ax MoxkemMo OauuTH, 31 3pOCTAaHHIM PO3MIpY
JlaTaceTy dac 30UIBIIYETHCS Maike 3 KBaJpaTHYHOIO
ckraggicTio. Ile  MOXHAa  MOSCHUTH  THUM, IO
repet0aYeHHs € BEKTOPOM PO3Mipy 31 CIIOBHHK BHXiJTHOT
MoBH. | 3i 30UIBIIEHHAM PO3Mipy AaTaceTy 30UTbIIYETHCS
CKJIAIHICTh BHYTPIIIHBOI CTPYKTYpH Helipomepexi. Tomy
e MeTox He MOXHa BHKOPHCTOBYBAaTH SIK OCHOBHHM
METOJ IepeKiaty, aje BiH MoXXe OyTH OKPEMUM MOJIYJIeM
JUTS TIOKPAIIEHHS Pe3yJIbTaTiB.

BucHoBknu
Y nmochmimkeHHi Brepmie  Oyio  po3poOIiieHO
IHTeNeKTyanbHy iH(GOpMAIiifiHy CHCTEMY TepeKiIamy

IITY9HAX MOB. Y paMKax JOCIIKCHHS BAAJIOCS TOCATTH
BCTaHOBJICHUX ILJICH 1 BUPIIIIUTH ITOCTABIICHI 3aBIaHHS.

[IpoBenu paeranbHE AOCHIIKECHHS Ta TOPIBHSIIN
mepeknanavi. Ile mamo 3MOry BH3HAYHTH, SKi TEXHIKH
TepeKiiay HalKpamii U IITYYHUX MOB.

Byno mpoBeneHO MOCHIIKEHHS OJHOTO 3 MOJIYJIB
CHCTEMH, a cCaMe HEHPOMEPEIKEBHUH MEepeKIIal.

Y  pesympraTi MM OTpUMATU  TE, IO
HEHPOMEPEeIKEBUI TMEpeKyiaJ TpaIloe Ha BCIX THIIAX
BHOpaHMX MOB 1 IOKa3ye pe3ynbTatu 10 97.5 % ToyHOCTI
TepeKIIaay Ui CIeiadbHO BHOPAHOTO JaTaceTy.

Cnucok BUKOPHCTaHHX JIZKepe

Byno MpOaHaJi30BaHO MaKCHMaJIbHE
HaBaHTAKEHHS Ha HEWpOMepexy Ta 3’SCOBaHO, IO 3a
BEIMKHX OOCAriB HaHMX dYac HaBYaHHSA OJHIET €eroxu
MOXE CSITaTH JEKITBKOX XBUJIUH.

VYpaxoByloun OTpUMaHi pe3ysibTaTH, MOXHA
3pOOMTH BHCHOBOK, IO I METoJ) He MOXKHA
BUKOPHCTOBYBAaTH SIK OCHOBHHUHM METOA TII€peKiamy
CHCTEMH JJIsl IITYYHHUX MOB, aJIe¢ BiH MOXe OYTH OKpEeMHM
MOJIYJIEM JUIS TIOKPAIIEHHS Pe3yJIbTaTiB.

HaykoBe  3HaueHHs  pobotm  momsrae B
MOTJMONIEHHI PO3yMIHHS MeEXaHi3MiB, MIO JIeKaTb B
OCHOBI HeHpoMepX. Bukiasneni BUCHOBKH MOXYTh OyTH
OCHOBOIO JUIi TOAAIBLUIMX JOCHIIKeHb Yy Taiysi
MAaIIMHHOTO HABYAHHS Ta PO3POOJICHHS IHTEIEKTyaIbHUX
CHCTEM, L0 CHPHUITUME IPOTpecy y cdepax IITYIHOTO
IHTEJIEKTY 1 MAaIIMHHOTO TIepeKIaLy

[IpakTHyHa IHHICTH IIHOTO AOCIIHKEHHS MOJIATae
Yy CTBOPEHHI IHTEJEKTyalbHOi iH(OpMAIiHHOI CcHCTEMH
NepeKaay, o He 3aJISKUTHh BiJl MOYaTKOBHX MOB. lle
JIaCTh 3MOT'Y BUKOPHCTOBYBAaTH aBTOMAaTHYHHH MEpPEKIIaa
JUId  3BHYAWHUX, INTYYHHX 1 CICHTOBUX MOB 0e3
JIOJIATKOBHX 3aTpart.
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Intelligent information system for
translation of artificial languages

Abstract. The article is devoted to the
development of an intelligent information system
for tramslation of artificial languages using
artificial intelligence methods and statistical
algorithms, proposing an innovative approach to
increasing the efficiency of machine translation in
the conditions of dynamic development of modern
technologies. The aim of the work is to develop an
intelligent information system for translation of
artificial languages. The research component in the
proposed system is an assessment of the
effectiveness of using artificial intelligence methods
for the translation of artificial and ordinary
languages, which can lead to a reduction in time
and resource costs, as well as ensure high accuracy
and reliability of the results. The work investigates
the use of long short-term memory (LSTM) for
translation. The results demonstrate that LSTM
achieves accuracy up to 97.5 % with controlled
sampling of input data, and up to 93 % on a
random dataset. The results obtained confirm the
effectiveness of the developed system, which allows
for highly efficient translation of ordinary and
artificial languages.

Keywords:  machine learning,  artificial
intelligence, LSTM, datasets, encoder, decoder,
sequence-to-sequence.
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